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The complexity of today’s networks is steadily in-
creasing and so is the network management and con-
trol. The current efforts to achieve controllability by
employing Al-based mechanisms and Network Digital
Twins on top add even more complexity. This position
paper argues to master the increasing complexity by
simplification at the base: the introduction of the zero-
touch control plane connectivity solution KIRA that
serves as an invariant for network management oper-
ations. Its provided connectivity can be used as base
for all management and control tasks allowing to re-
cover from the most complex failure scenarios. KIRA’s
tightly integrated add-on services provide a perfect ba-
sis for autonomic network management solutions.
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1 Introduction

Networks and networked services are getting more and
more complex. Alongside this development the inter-
dependencies for running network management, con-
trol, and operations are quite high today. For exam-
ple, flow monitoring data is stored in some data bases
and made available for management components that
then will interact with the network. So a composition
and chain of several services is used today to operate
networks. If one of these services fail, this may cause
others to fail as well [16] and complicate to analyze
the root cause for the failure [24]. The situation is
exacerbated by the increasing number of networked
devices that need control and management. The cur-
rent efforts to integrate Al-based mechanisms [12] and
Network Digital Twins [30] on top add even more com-
plexity. They will have multiple intertwined control
loops at different levels that require lots of monitoring
data to be processed.

Notable outages of large providers such as Meta [8],
Amazon [27], Cloudflare [25], Rogers [28], or KDDI
[15] indicate that even well-managed network infras-

tructures may experience failures that are hard to re-
cover from due to the complexity of controlling the
network infrastructure and intricate interdependencies
[16]. Especially, the outages at Meta, Cloudflare, and
Rogers were caused by (mostly BGP) configuration er-
rors that prevented network operators from accessing
their control network, thereby inhibiting them to di-
agnose the root cause and fix the failure. Regaining
control over the network is then a tedious process, po-
tentially requiring direct on-site access to the devices
in order to revert the erroneous changes.

This clearly motivates the need for resilient control
and management solutions that avoid manual config-
uration and that are able to adapt to changing con-
ditions and to self-heal. Several approaches such as
Autonomic Networking and Management [1, 20], Zero
Touch Management [4], and Self-Driving Management
[6] strive for more autonomic (i.e., self-managing [1])
solutions. However, they assume that control plane
connectivity is available.

Basically, there are two different ways to provide
control plane connectivity. Large and complex net-
works make it nearly impractical to use separate out-
of-band control plane networks (CPNs) that need their
own devices, setup, and configuration. Out-of-band
CPN need to be “highly available, easy to manage
and maintain, and cost effective” [10], but come with
the burden of installing and operating two distinct
networks. An in-band CPN uses the same links for
control as for transporting the data packets and is
cheaper, but comes at the cost of potential circular
dependencies on connectivity [5]. Both CPN variants
need a connectivity solution that often requires a rout-
ing solution for larger networks (smaller networks may
simply use a link-layer solution). [10] and [5] use a hy-
brid CPN approach, i.e., a mixture of in-band and
out-of-band CPNs. [5] uses Open/R [9] as fallback
connectivity solution. In-band CPNs nevertheless re-
quire prioritizing traffic of the routing protocol that
provides the connectivity.



This position paper proposes to introduce a resilient
invariant for control and network management that
has no configuration dependencies (zero-touch) and
provides control plane connectivity unconditionally!.
When this solution is deployed, it would make net-
work management and control more robust, because
it always offers the possibility to reset devices, their
configurations, and services to a well-known state in
case of failures. It therefore serves as connectivity in-
variant to bootstrap networked resources and services
as well as to recover from failures. Today’s and future
networks are possibly too complex to preclude config-
uration mistakes and resulting failures. Tools to audit
configuration changes are used, but have shown to fail
in practice [8, 25], too. It is probably time to start a
transition to resilient network management and con-
trol that allows failures to happen, but that is able to
recover from them realiably by using the control plane
connectivity invariant that is only self-dependent.

2 KIRA as Invariant for Control
Plane Connectivity

KIRrA [3, 2] is a scalable zero-touch routing architec-
ture that provides IPv6 connectivity without any man-
ual configuration across all different kinds of topolo-
gies. Zero-touch does not only mean without manual
configuration, but also includes adaptivity. In this
context KIRA adapts automatically to different un-
derlay topologies and link or node failures in a self-
organizing manner. It is ID-based, i.e., network re-
sources keep their address even while changing their
connectivity in the topology, e.g., by moving across
the topology or becoming multi-homed. It provides
self-generated addresses (currently using a 16-bit ULA
[14] prefix and a 112 bit NodeID that is randomly gen-
erated), therefore it does not need any other address
assignment mechanism for building its connectivity.

It builds a control plane fabric (see also [16]) on
top an underlying (usually link layer) topology as il-
lustrated in fig. 1. Control and management entities
can exert control over their resources on top of this
connectivity, e.g., by creating control connections and
sending commands to the resources or gathering mon-
itoring data and so on.

Design and Features

KIRA consists of a two tier architecture shown in fig. 2.
The Routing Tier consists of the ID-based routing pro-
tocol R?/Kad that is based on the Kademlia peer-to-
peer overlay approach. It uses XOR as distance metric
between NodelDs, path vectors, and source routing.
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Figure 1: KIRA constructs a Control Plane Fabric in a
Zero-touch Manner

Its routing tables are only growing with O(log(n)),
where n is the number of nodes in the network. There-
fore it scales very well, but as trade-off routes may
incur some stretch (i.e., they are longer compared to
the shortest path). However, the average stretch is
acceptable for general control plane traffic. Moreover,
a route to a contact in the routing table of a node is
converging to a shortest path route. Therefore, KIrRA
prioritizes connectivity over route efficiency. KirA in-
cludes a scheme for path rediscovery in case links or
nodes fail. More details of how R?/Kad works can be
found in [3].

Source routing is very robust, but may imply high
per packet overhead. Therefore, KIRA uses a Forward-
ing Tier for efficiently forwarding data packets of the
CPN, i.e., the actual control and management traf-
fic. PathIDs are used instead of source routes and
consist of a hash of the NodelDs along the complete
path. PathIDs are precomputed in a 2-hop vicinity,
therefore only for paths longer than 5 hops PathIDs
must be installed in intermediate systems in order to
swap the PathIDs similar to label swapping. KIRA’s
Forwarding Tier can simply use existing forwarding
plane technology that is IPv6 capable and can also
use either GRE [21] or SRv6 [11] for encapsulation.
As indicated in fig. 2, control and management appli-
cations can simply use the IPv6 connectivity provided
by KIRA, i.e., they can use any transport protocol that
works with IPv6, so they do not need to be adapted
to work with KIRA.

KIRA has some interesting properties that make it
very well suited as connectivity solution for control
plane fabrics:

e KIRA is loop-free in the sense that packets will
never cycle in an “endless” loop (as with hop-by-
hop routing that employs hop limit mechanisms
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Figure 2: KirA’s Two Tier Architecture

as mitigation). Moreover, it is loop-free even dur-
ing convergence.

e It enables a per-node decision on stretch/memory
trade-off by allowing to put additional entries
into its routing table, e.g., to get more efficient
routes to resources that need to be controlled by
a control application running on a KIRA node.

e It is multi-path capable due to small routing ta-
bles and expressiveness of the source routes.

e [t can support fast reroute without loops due to
source routes.

e It supports different routing metrics.

e It has a built-in route flapping prevention in
the sense that it will not alternate between two
equally good routes.

e It includes a specific end-system mode for non-
routing nodes.

e [t supports Domains so that its confines routes
to and via nodes within the corresponding do-
main. Domains may be defined by topological or
organizational criteria. However, they have to be
assigned to nodes. The NodelD stays the same in
all domains and there exists always a global do-
main that can be used for further configuration.
Domains may also be statically assigned together
with the software image or by the geographical
location.

KIrA also supports additional services that are use-
ful for control and management. They are not part
of KIRA itself, but run as tightly coupled modules as
shown in 2. First, it supports a Distributed Hash Ta-
ble (DHT) that can be used to store (key,value) pairs,
e.g., to provide a simple name service that maps hu-
man readable names to NodeIDs (that are randomly
generated). The DHT can also help to register and
find service instances, i.e., it enables service discovery.
Second, KIRA provides a very efficient topology dis-
covery mechanism called KeLLy [23] that can be used

for controller placement, service orchestration, or cre-
ating areas and so on. Topology discovery is an essen-
tial part of modern architectures [5, 16]. These sup-
porting and tightly integrated add-on services make it
easily possible to bootstrap management and control
entities, letting them rendezvous and self-organize for
executing truly distributed control.

Existing Solutions

To best of our knowledge, there do not exist compara-
ble scalable zero-touch routing protocol solutions that
provide similar features like KIRA. The ANIMA work-
ing group uses RPL [29] in a specific profile [19] as con-
nectivity solution for the Autonomic Control Plane [7].
RPL, however, constructs a tree-like routing structure
and requires manual assignment and configuration of
root nodes. Because many routes lead via the root
node, RPL produces heavy traffic concentration near
the root node as well as stretch [26] and the rout-
ing table size at and near the root node grows with
O(n). More efficient routes (e.g., using the point-ot-
point route discovery mode [13]) come at the cost of
additional entries and also additional route discovery
overhead.

Existing autoconfiguration solutions for OSPF [17]
or IS-IS [18] are intended for use in small deployments
only (10s of devices) and do not work for large de-
ployments that require division into multiple areas.
Self-organization of the latter is complex [22] and not
yet solved. Open/R [9] is supposed to scale to 10000
nodes, but requires to introduce areas beyond this size.
Discussion of more related work can be found in [3].

3 Conclusions

Using KIRA as invariant for control plane connectiv-
ity can be seen as enabler for much more robust net-
work management operations. Network operators do
not need to know how their current network looks
like in advance as KIRA is able to provide up-to-date
topology information. Its provided connectivity can
be used as base for all management and control tasks,
its tightly integrated add-on services provide a per-
fect basis for autonomic network management solu-
tions. Network operators should never loose control
over their network infrastructure and be able to re-
cover from even the most complex failure scenarios.
A next step toward realizing this vision would be the
standardization of KIRA by the IETF so that it is
available in all networked devices that need to be man-
aged or controlled.
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